How “Hurtful Words” Online Connect to
Regulatory Interventions, Policing and
Operation Talla

Executive Summary

In recent years, online speech in Britain has increasingly
been treated not as expression, but as harm. Words such as
“hurtful”, “offensive”, or “misinformation” are now routinely
used to justify regulatory action, professional sanction, and
policing attention.

This paper explains how that shift connects to the treatment
of dissenting regulated professionals during and beyond the
Covid era and how these developments intersect with
policing practices and the national coordination framework
known as Operation Talla.

What emerges is not a single policy, but a system - one in
which speech, regulation and policing converge in ways that
weaken the rule of law and suppress lawful and very often,
necessary dissent, in the public interest.

1. From Disagreement to “Harm”



Traditionally, British law made a clear distinction between:

e Speech which is controversial or upsetting, and
e Speech which is criminal.

That distinction has blurred.

Words which can cause offence or challenge authority are
increasingly reframed as harmful, even when no crime has
occurred. Once speech is labelled as harm, intervention
becomes so much easier to pretend to render justifiable.

The speech does not change. Only the interpretation does.

This shift has fallen particularly hard on regulated
professionals - doctors, scientists, academics, lawyers,
teachers and others whose speech is overseen by
professional bodies.

During and after Covid, professionals who:

e Questioned public policy,
e Raised safety or ethical concerns,

e Expressed dissenting scientific or medical views,
found themselves disproportionately subject to:

e Regulatory complaints,



e Fitness-to-practise investigations,
e |nterim restrictions,
e Reputational sanction.

Crucially, these interventions often focused not on
patient/client harm or misconduct, but on speech itself.

Lawful dissent was reframed as risk.

In many cases:

e No crime was alleged,
e No patient or victim was identified,
e No legal threshold was crossed.

Yet regulatory bodies acted. The justification was often
framed in terms of:

e “Public confidence”,

e “Professional reputation”,

e “Misinformation”,

e “Distress caused to others”.

Astonishingly, this represents a shift from regulating conduct
to regulating opinion.



Policing has increasingly been drawn into this space, not
primarily through prosecution, but through:

Intelligence logging,

Non-crime hate incidents,

Safeguarding referrals,
“Prevention” and “risk” frameworks.

In these systems, speech does not need to be illegal to
attract police attention. It only needs to be perceived as
potentially harmful.

This marks a change in policing’s role, from enforcing law, to
managing behaviour —including lawful behaviour.

Operation Talla was a UK-wide policing coordination
framework introduced during Covid.

Whilst presented as logistical support, it also established
central oversight over:

e What reports would be accepted,
e What concerns would be rejected,

e How certain topics, particularly Covid-related ones, would
be handled.



e Allegations challenging state policy however, were treated
as non-policeable.

At the same time, speech questioning those policies
increasingly attracted regulatory or safeguarding action.

This imbalance is critical.

Once speech is labelled as harmful, a cascade can follow:

e Platform moderation or takedown,

Referral to an employer or regulator,

e Professional investigation or sanction,
e Safeguarding involvement,

e Policing attention.

At no pointis criminal conduct required.

This is how online speech, regulation, and policing become
linked - without any single body appearing to be responsible
for the overall outcome.

The rule of law depends on:

e Clear legal standards,



e Predictable consequences,
e Equality before the law,
e Separation between opinion and offence.

When dissenting professionals are sanctioned for speech
rather than conduct, those principles erode.

e Law isreplaced by discretion.
e Rights are replaced by permissions.
e Safeguards are replaced by risk assessments.

The impact goes beyond those directly targeted.
Other professionals observe what happens and self-censor:

e Questions go unasked,
e Concerns go unraised,

e Debate narrows.

This is not how truth is discovered in science, medicine, law
or democracy.

What is emerging is not overt censorship, but a subtler
system:



e [nstitutions are shielded from challenge,
e Dissenters are isolated and disciplined,
e Policing and regulation reinforce each other indirectly.

The result is institutional protection, not public protection.

“Hurtful words” became powerful not because they are
dangerous, but because they are useful.

e Useful for silencing dissent.
e Useful for regulating opinion.
e Useful for avoiding accountability.

When dissenting professionals are targeted and policing
frameworks like Operation Talla sit in the background, the
danger is not just to free speech,but is to the rule of law
itself.

A society governed by law must tolerate disagreement.
When it does not however, it very quietly ceases to be free.

| have published this paper in the public interest, in order to
highlight a complex issue in clear, accessible terms.
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